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#### Abstract

We analyze the robustness of a class of controllers that enable three-dimensional curve tracking of free moving particles. By building a strict Lyapunov function and robustly forwardly invariant sets, we show input-to-state stability under predictable tolerance and safety bounds that guarantee robustness under control uncertainty, input delays, and a class of polygonal state constraints. Such understanding may provide certified performance when the control laws are applied to real life systems. We demonstrate our findings in simulations.


## I. Introduction

Curve tracking is a central problem in control and path planning for mobile robots [11], [13], [14]. The work [16] used a nonstrict Lyapunov function to design feedback controllers that ensure that a robot converges to parallel tracking of a two-dimensional (2D) curve. See also the results [12] on chained form systems that capture the nonholonomic dynamics of a large variety of mobile robots, such as a kinematic car with trailers, which led to extended curve tracking control laws, and [4] for a reformulation of 2D curve tracking in the three-dimensional (3D) case. Curve tracking is also important for cooperative controllers that track motion for multiple mobile robots; see [15] for applications to ocean sensing.

Given a curve tracking control law, we are interested in deriving predictable safety and tolerance bounds under uncertainty and time delays. To this end, this paper presents novel 3D analogs of the robustness results that we derived for 2D curve tracking in [9]. The control laws in the works cited above have been found to give reliable performance, even under severe perturbations, in farming [7], obstacle avoidance in corridors [18], and ocean sampling [15]. For the special case of 2D tracking, our work [9] proved this robustness using input-to-state stability (ISS) [5] with respect to actuator errors and robust forward invariance, which gave predictable tolerance and safety bounds for the curve tracking control laws that are used in mobile robot applications, including results under time delays and state constraints. Actuator errors naturally arise from controller uncertainty, and can be modeled as additive perturbations on the controls, and communication delays are also common [2], [6]. One key ingredient in [9] was a strict Lyapunov function for the 2D
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curve tracking dynamics. However, generalizing [9] to 3D tracking controllers, such as those in [4], [17], is challenging.

Using the penalty function approach to 3D curve tracking control laws in [4], [17] (which were derived from a nonstrict Lyapunov function), this paper presents a strict Lyapunov function construction. Our strict Lyapunov function allows us to prove ISS of the 3D curve tracking dynamics with respect to controller uncertainty under input delays, with predictable tolerance and safety bounds, and is based on the general approach from [8] for converting a nonstrict Lyapunov function into a strict one. Our work is motivated by our recent deployment of marine robots during our search for remaining pollution from the Deepwater Horizon oil spill disaster, where we used the 2D curve tracking controllers from [9]. By extending that work to the more difficult 3D curve case, here we obtain certified tracking, safety, and tolerance results that are more amenable to the 3D curves that naturally arise in real life marine robotics applications. This note is a summary of some results from [10]; see [10] for proofs of all results to follow.

## II. 3D Curve Tracking Control

Trajectories traced by a pair of particles moving in 3D space were studied in [4], [17]. One particle moves freely, hence called the free particle. The other is confined to a specified 3D curve. The second particle has locally the smallest distance to the free particle, so we refer to the second particle as the closest point. We next present our controls that drive the free particle and the closest particle to move at constant distance, to achieve curve tracking.

Let $\mathbf{r}_{1}$ denote the position of the second particle (at the closest point), $\mathbf{x}_{1}$ the unit tangent vector to the curve at $\mathbf{r}_{1}, \mathbf{y}_{1}$ a unit normal vector, and $\mathbf{z}_{1}$ a binormal vector. The velocity of the point is in the direction of $\mathbf{x}_{1}$, and the speed is defined by $\frac{d s}{d t}=\alpha$. Let $\mathbf{r}_{2}$ denote the position of the free particle moving at unit speed, $\mathbf{x}_{2}$ the unit tangent vector to the trajectory of its moving center, $\mathbf{y}_{2}$ a corresponding unit normal vector, and $\mathbf{z}_{2}=\mathbf{x}_{2} \times \mathbf{y}_{2}$. The dynamics of the point on the curve and the free moving particle are then

$$
\begin{array}{lll}
\dot{\mathbf{r}}_{1} & =\alpha \mathbf{x}_{1} & \dot{\mathbf{r}}_{2}=\mathbf{x}_{2} \\
\dot{\mathbf{x}}_{1}=\alpha \kappa_{n} \mathbf{y}_{1}+\alpha \kappa_{g} \mathbf{z}_{1} & \dot{\mathbf{x}}_{2}=u \mathbf{y}_{2}+v \mathbf{z}_{2}  \tag{1}\\
\dot{\mathbf{y}}_{1}=-\alpha \kappa_{n} \mathbf{x}_{1} & \dot{\mathbf{y}}_{2}=-u \mathbf{x}_{2} \\
\dot{\mathbf{z}}_{1}=-\alpha \kappa_{g} \mathbf{x}_{1}, & \dot{\mathbf{z}}_{2}=-v \mathbf{x}_{2},
\end{array}
$$

where $\kappa_{n}$ and $\kappa_{g}$ are called the natural curvatures, and where $u$ and $v$ are steering controls that will be designed. We call $\kappa_{n}$ the normal curvature and $\kappa_{g}$ the geodesic curvature, and we assume that both curvatures are $C^{1}$, bounded and nonpositive valued (but see [10] for analogs that allow positive valued
curvatures). Later we put more specific conditions on the curvature functions. The control goal is for the distance $\mid \mathbf{r}_{2}-$ $\mathbf{r}_{1} \mid$ between the particles to converge to a desired positive constant distance, and to control $\mathbf{x}_{2}$ to be aligned with $\mathbf{x}_{1}$. We assume that $\alpha$ is nowhere zero. Later, we restrict the state space to be a forward invariant set where $\alpha$ is guaranteed to stay positive.

To design controls $u$ and $v$ for (1), we first perform a coordinate change to shape variables. A necessary condition for minimizing the distance between the free particle and the closest point is the orthogonality condition $\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \cdot \mathbf{x}_{1}=$ 0 . This follows because for each $t$, the function $\mathscr{M}_{t}(h)=$ $\left|\mathbf{r}_{1}(t+h)-\mathbf{r}_{2}(t)\right|^{2}$ has a local minimum at $h=0$, so $\mathscr{M}_{t}^{\prime}(0)=$ $2 \alpha\left(\mathbf{r}_{2}(t)-\mathbf{r}_{1}(t)\right) \cdot \mathbf{x}_{1}(t)=0$ and $\alpha$ is nowhere zero. Hence, since $\left\{\mathbf{x}_{1}, \mathbf{y}_{1}, \mathbf{z}_{1}\right\}$ is an orthonormal set, we have $\mathbf{r}_{2}-\mathbf{r}_{1}=$ $\rho_{1} \mathbf{y}_{1}+\rho_{2} \mathbf{z}_{1}$ where $\rho_{1}=\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \cdot \mathbf{y}_{1}$ and $\rho_{2}=\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right)$. $\mathbf{z}_{1}$. When the free particle moves, we can use the necessary condition, the orthonormality of the frame $\left(\mathbf{x}_{1}, \mathbf{y}_{1}, \mathbf{z}_{1}\right)$, and the product rule to show that $\dot{\rho}_{1}=\left(\mathbf{x}_{2}-\alpha \mathbf{x}_{1}\right) \cdot \mathbf{y}_{1}-\alpha \kappa_{n}\left(\mathbf{r}_{2}-\right.$ $\left.\mathbf{r}_{1}\right) \cdot \mathbf{x}_{1}=\mathbf{x}_{2} \cdot \mathbf{y}_{1}$ and $\dot{\rho}_{2}=\left(\mathbf{x}_{2}-\alpha \mathbf{x}_{1}\right) \cdot \mathbf{z}_{1}-\alpha \kappa_{g}\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \cdot \mathbf{x}_{1}=$ $\mathbf{x}_{2} \cdot \mathbf{z}_{1}$. We express the relative distance between the frames $\left(\mathbf{x}_{1}, \mathbf{y}_{1}, \mathbf{z}_{1}\right)$ and $\left(\mathbf{x}_{2}, \mathbf{y}_{2}, \mathbf{z}_{2}\right)$ using the shape variables $\varphi=\mathbf{x}_{1}$. $\mathbf{x}_{2}, \beta=\mathbf{y}_{1} \cdot \mathbf{x}_{2}$, and $\gamma=\mathbf{z}_{1} \cdot \mathbf{x}_{2}$. Then $\varphi^{2}+\beta^{2}+\gamma^{2}=1$. From the equation $\dot{\mathbf{x}}_{2}=u \mathbf{y}_{2}+v \mathbf{z}_{2}$, we get $u=\dot{\mathbf{x}}_{2} \cdot \mathbf{y}_{2}$ and $v=\dot{\mathbf{x}}_{2} \cdot \mathbf{z}_{2}$. Since $\mathbf{x}_{1}, \mathbf{y}_{1}$ and $\mathbf{z}_{1}$ form a basis of $\mathbb{R}^{3}, \dot{\mathbf{x}}_{2}$ can be expressed as a linear combination of $\mathbf{x}_{1}, \mathbf{y}_{1}$ and $\mathbf{z}_{1}$ as $\dot{\mathbf{x}}_{2}=a_{1} \mathbf{x}_{1}+a_{2} \mathbf{y}_{1}+$ $a_{3} \mathbf{z}_{1}$, where the scalars $a_{1}, a_{2}$ and $a_{3}$ depend on the dynamics of the particles. Hence,

$$
\begin{align*}
u & =a_{1}\left(\mathbf{x}_{1} \cdot \mathbf{y}_{2}\right)+a_{2}\left(\mathbf{y}_{1} \cdot \mathbf{y}_{2}\right)+a_{3}\left(\mathbf{z}_{1} \cdot \mathbf{y}_{2}\right) \quad \text { and }  \tag{2}\\
v & =a_{1}\left(\mathbf{x}_{1} \cdot \mathbf{z}_{2}\right)+a_{2}\left(\mathbf{y}_{1} \cdot \mathbf{z}_{2}\right)+a_{3}\left(\mathbf{z}_{1} \cdot \mathbf{z}_{2}\right) .
\end{align*}
$$

The design of $u$ and $v$ becomes finding the $a_{i}$ 's. Simple calculations [10] then give the open loop system dynamics

$$
\begin{align*}
\dot{\rho}_{1} & =\beta \\
\dot{\rho}_{2} & =\gamma \\
\dot{\varphi} & =\alpha \kappa_{n} \beta+\alpha \kappa_{g} \gamma+a_{1}\left(1-\varphi^{2}\right)-a_{2} \varphi \beta-a_{3} \varphi \gamma  \tag{3}\\
\dot{\beta} & =-\alpha \kappa_{n} \varphi-a_{1} \varphi \beta+a_{2}\left(1-\beta^{2}\right)-a_{3} \beta \gamma \\
\dot{\gamma} & =-\alpha \kappa_{g} \varphi-a_{1} \varphi \gamma-a_{2} \beta \gamma+a_{3}\left(1-\gamma^{2}\right)
\end{align*}
$$

on $(0,+\infty)^{2} \times S^{2}$, where $S^{2}=\left\{p \in \mathbb{R}^{3}:|p|=1\right\}$ is the unit sphere centered at the origin in $\mathbb{R}^{3}$ and

$$
\begin{equation*}
\alpha=\frac{\mathbf{x}_{2} \cdot \mathbf{x}_{1}}{1-\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \cdot\left(\kappa_{n} \mathbf{y}_{1}+\kappa_{g} \mathbf{z}_{1}\right)}=\frac{\mathbf{x}_{2} \cdot \mathbf{x}_{1}}{1-\kappa_{n} \rho_{1}-\kappa_{g} \rho_{2}} \tag{4}
\end{equation*}
$$

when the $\rho_{i}$ 's are nonnegative. The speed formula (4) follows by differentiating the orthogonality condition $\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right) \cdot \mathbf{x}_{1}=$ 0 with respect to $t$. The denominator in (4) is nowhere zero because we assumed that the curvatures are nonpositive valued. Later we restrict the dynamics to a forward invariant set where the $\rho_{i}$ 's stay positive. Given any desired positive values $\rho_{c i}$ for $\rho_{i}$ for $i=1,2$, our first control objective is to design $a_{1}, a_{2}$, and $a_{3}$ in (2) such that $\left(\rho_{c 1}, \rho_{c 2}, 1,0,0\right)$ is a globally asymptotically stable equilibrium for (3) on the state space $\mathscr{Z}=\left\{\left(\rho_{1}, \rho_{2}, \varphi, \beta, \gamma\right) \in(0,+\infty)^{2} \times S^{2}: \varphi>0\right\}$ (on which $\alpha$ is positive valued). To this end, take

$$
\begin{equation*}
a_{1}=\mu, a_{2}=-h_{1}^{\prime}\left(\rho_{1}\right)+\frac{\alpha \kappa_{n}}{\varphi}, a_{3}=-h_{2}^{\prime}\left(\rho_{2}\right)+\frac{\alpha \kappa_{g}}{\varphi} \tag{5}
\end{equation*}
$$

where $\mu>0$ is any constant and the functions $h_{i}$ satisfy:
Assumption 1: For $i=1,2$, the function $h_{i}:(0,+\infty) \rightarrow$ $[0,+\infty)$ is $C^{1}$ and satisfies the following: (a) $h_{i}^{\prime}(\rho)(\rho-$
$\left.\rho_{c i}\right)>0$ for all $\rho>0$ except $\rho=\rho_{c i}$, (b) $\lim _{\rho \rightarrow 0+} h_{i}(\rho)=$ $\lim _{\rho \rightarrow+\infty} h_{i}(\rho)=+\infty$, and (c) $h_{i}\left(\rho_{c i}\right)=0$.

We next use the spherical coordinate transformation

$$
\begin{equation*}
(\varphi, \beta, \gamma)=(\cos (\zeta) \cos (\theta),-\sin (\zeta) \cos (\theta), \sin (\theta)) \tag{6}
\end{equation*}
$$

where $\zeta$ and $\theta$ are both valued in $(-\pi / 2, \pi / 2)$. Then $\beta / \varphi=$ $-\tan (\zeta)$. It follows from the relations $\dot{\gamma}=\cos (\theta) \dot{\theta}$ and $\dot{\zeta}=$ $-\cos ^{2}(\zeta)(\dot{\beta} \varphi-\beta \dot{\varphi}) / \varphi^{2}$ that (3) in the new state vector $Y=$ $\left(\rho_{1}, \zeta, \rho_{2}, \theta\right)$ with the choices (5) is

$$
\begin{align*}
\dot{\rho}_{1}= & -\sin (\zeta) \cos (\theta) \\
\dot{\zeta}= & -\frac{1}{\cos ^{2}(\theta)}\left[\alpha \kappa_{n} \sin ^{2}(\theta)-h_{1}^{\prime}\left(\rho_{1}\right) \cos (\zeta) \cos (\theta)\right. \\
& \left.+\alpha \kappa_{g} \sin (\theta) \sin (\zeta) \cos (\theta)+\mu \sin (\zeta) \cos (\theta)\right] \\
\dot{\rho}_{2}= & \sin (\theta)  \tag{7}\\
\dot{\theta}= & \alpha \kappa_{g} \frac{\sin ^{2}(\zeta)}{\cos (\zeta)}-h_{2}^{\prime}\left(\rho_{2}\right) \cos (\theta)-\mu \cos (\zeta) \sin (\theta) \\
& +\left(-h_{1}^{\prime}\left(\rho_{1}\right)+\frac{\alpha \kappa_{n}}{\cos (\theta) \cos (\zeta)}\right) \sin (\zeta) \sin (\theta)
\end{align*}
$$

on the state space

$$
\begin{equation*}
\mathscr{X}=(0,+\infty) \times(-\pi / 2, \pi / 2) \times(0,+\infty) \times(-\pi / 2, \pi / 2), \tag{8}
\end{equation*}
$$

and our global asymptotic stabilization objective will be realized if we prove that (7) is globally asymptotically stable to its equilibrium $\mathscr{E}=\left(\rho_{c 1}, 0, \rho_{c 2}, 0\right)$ on $\mathscr{X}$. To this end, we choose the Lyapunov function candidate

$$
\begin{equation*}
V(Y)=-\ln (\cos (\theta) \cos (\zeta))+h_{1}\left(\rho_{1}\right)+h_{2}\left(\rho_{2}\right) \tag{9}
\end{equation*}
$$

The function (9) is analogous to the nonstrict Lyapunov function used in 2D tracking in [9]. Its term $\ln (\varphi)=$ $\ln (\cos (\theta) \cos (\zeta))$ helps align the moving direction of the free particle with the tangent vector at the closest point. Moreover, Assumption 1 ensures that $V(Y) \rightarrow+\infty$ as $\zeta$ or $\theta$ approach $\pm \pi / 2$, or as $\rho_{1}$ or $\rho_{2}$ approach 0 or $+\infty$. Also,

$$
\begin{equation*}
\dot{V} \leq-\frac{\mu}{\cos (\theta) \cos (\zeta)}\left(1-\cos ^{2}(\theta) \cos ^{2}(\zeta)\right) \tag{10}
\end{equation*}
$$

holds along all trajectories of (7) in $\mathscr{X}$. Therefore, $\mathscr{X}$ is forward invariant for (7) and we have the following, which follows from the LaSalle Invariance Principle: If $\kappa_{n}$ and $\kappa_{g}$ are $C^{1}$ nonpositive valued functions of $Y$, then (7) is globally asymptotically stable to $\mathscr{E}$ on $\mathscr{X}$.

## III. Constructing a Strict Lyapunov Function

The inequality (10) implies that $V$ is a nonstrict Lyapunov function for (7). By nonstrictness (resp., strictness) of a Lyapunov function $V$, we mean that $\dot{V}$ is nonpositive (resp., negative definite) along all trajectories of (7). It follows from converse Lyapunov function theory that a strict Lyapunov function exists for the asymptotically stable closed loop dynamics (7), but it is still useful to construct a closed form strict Lyapunov function, since this makes it possible to prove ISS under controller uncertainty, input delays, and state constraints, and obtain closed form formulas for the comparison functions in the ISS estimate and adaptive tracking and parameter identification. See [1], [3] for the motivation for adaptiveness of controllers. We build a strict Lyapunov function for (7), which has an added advantage that it allows time varying curvatures that need not be periodic in time (and therefore covers cases that cannot be covered by the LaSalle argument).

The work [8] gives a general Matrosov approach for transforming nonstrict Lyapunov functions into strict ones, using auxiliary functions. However, it may be difficult to find the required auxiliary functions. Here we find the required auxiliary functions that allow us to convert (9) into a strict Lyapunov function for (7) on our state space $\mathscr{X}$ from (8). To this end, we add the following assumption (but see [10] for analogous results with curvatures that can also take positive values):

Assumption 2: The $h_{i}$ 's are $C^{2}$ and satisfy Assumption 1. Also: (A) There is an increasing $C^{1}$ function $\lambda:[0,+\infty) \rightarrow$ $[\mu,+\infty)$ such that $\lambda\left(h_{i}(\rho)\right) \geq 1+0.5 \mu^{2}+h_{i}^{\prime \prime}(\rho)$ for all $\rho>$ 0 and $i=1,2$, (B) there is a function $\Gamma \in \mathscr{K}_{\infty} \cap C^{1}$ such that $\Gamma\left(h_{i}(\rho)\right) \geq\left[h_{i}^{\prime}(\rho)\right]^{2}$ for all $\rho>0$ and $i=1,2$, and (C) $h_{i}^{\prime \prime}(\rho) \geq 0$ for all $\rho>0$ and $i=1,2$. The curvatures $\kappa_{n}$ and $\kappa_{g}$ are bounded nonpositive valued $C^{1}$ functions of $(t, Y)$.

The preceding assumptions are satisfied by the functions

$$
h_{i}\left(\rho_{i}\right)= \begin{cases}\bar{c}\left(\rho_{i}+\rho_{c i}^{2} / \rho_{i}-2 \rho_{c i}\right), & \rho_{i} \in\left(0, \rho_{c i}\right)  \tag{11}\\ \frac{\bar{c}}{\rho_{c i}}\left(\rho_{i}-\rho_{c i}\right)^{2}, & \rho_{i} \geq \rho_{c i}\end{cases}
$$

for any constant $\bar{c}>0$. To see why, recall from [9] that

$$
\begin{align*}
& \lambda_{0}\left(q, \rho_{c i}\right)=\frac{2}{\bar{c}^{2} \rho_{c i}^{4}}\left(q+2 \bar{c} \rho_{c i}\right)^{3}+1+0.5 \mu^{2}+\mu \text { and } \\
& \Gamma_{0}\left(q, \rho_{c i}\right)=\frac{18 \bar{c}}{\rho_{c i}} q+\left(\frac{2}{\rho_{c i}}\right)^{4}\left(\frac{9}{\bar{c}^{2}}\right) q^{4} \tag{12}
\end{align*}
$$

are such that $\lambda_{0}\left(h_{i}\left(\rho_{i}\right), \rho_{c i}\right) \geq 1+0.5 \mu^{2}+h_{i}^{\prime \prime}\left(\rho_{i}\right)$ and $\Gamma_{0}\left(h_{i}\left(\rho_{i}\right), \rho_{c i}\right) \geq\left[h_{i}^{\prime}\left(\rho_{i}\right)\right]^{2}$ for all $\rho_{i} \in\left(0, \rho_{c i}\right)$ for $i=1$ and $i=2$. Therefore, (11) satisfies Assumption 2 with the choices $\lambda(q)=\lambda_{0}\left(q, \rho_{c 1}\right)+\lambda_{0}\left(q, \rho_{c 2}\right)+2 \bar{c} / \min \left\{\rho_{c 1}, \rho_{c 2}\right\}$ and $\Gamma(q)=\Gamma_{0}\left(q, \rho_{c 1}\right)+\Gamma_{0}\left(q, \rho_{c 2}\right)+4 \bar{c} q / \min \left\{\rho_{c 1}, \rho_{c 2}\right\}$. Set

$$
\begin{align*}
\mathscr{L}(q)= & \frac{3}{\mu}[\Gamma(q)+1]\left(1+\left\|\kappa_{n}\right\|_{\infty}+\left\|\kappa_{g}\right\|_{\infty}\right) \\
& +2\left[\frac{1}{\mu} \lambda(q)+\Gamma^{\prime}(q)+1\right] \tag{13}
\end{align*}
$$

where $\mu$ is the steering constant from (5), and $\lambda$ and $\Gamma$ satisfy Assumption 2. In [10], we prove the following 3D analog of the key Lyapunov function construction from [9]:

Theorem 1: Let Assumption 2 hold and choose the nonstrict Lyapunov function $V$ from (9). Then

$$
\begin{align*}
U(Y)= & -h_{1}^{\prime}\left(\rho_{1}\right) \sin (\zeta) \cos (\theta)+h_{2}^{\prime}\left(\rho_{2}\right) \sin (\theta) \\
& +\int_{0}^{V(Y)} \mathscr{L}(q) \mathrm{d} q \tag{14}
\end{align*}
$$

is a strict Lyapunov function for the closed loop 3D curve tracking dynamics (7) on $\mathscr{X}=(0,+\infty) \times(-\pi / 2, \pi / 2) \times$ $(0,+\infty) \times(-\pi / 2, \pi / 2)$. Therefore, (7) is uniformly globally asymptotically stable to $\mathscr{E}=\left(\rho_{c 1}, 0, \rho_{c 2}, 0\right)$.

Sketch of Proof: Throughout the proof, all equalities and inequalities are over all trajectories of (7) in $\mathscr{X}, \operatorname{so} \cos (\theta)$ and $\cos (\zeta)$ stay positive. By (10) and Assumption 2(C),

$$
\begin{align*}
\dot{U} \leq & h_{1}^{\prime \prime}\left(\rho_{1}\right) \sin ^{2}(\zeta)-h_{1}^{\prime}\left(\rho_{1}\right) \cos (\zeta) \cos (\theta) \dot{\zeta} \\
& +h_{1}^{\prime}\left(\rho_{1}\right) \sin (\zeta) \sin (\theta) \dot{\theta} \\
& +h_{2}^{\prime \prime}\left(\rho_{2}\right) \sin ^{2}(\theta)+h_{2}^{\prime}\left(\rho_{2}\right) \cos (\theta) \dot{\theta}  \tag{15}\\
& -\mathscr{L}(V(Y)) \frac{\mu\left(1-\cos ^{2}(\theta) \cos ^{2}(\zeta)\right)}{\cos (\theta) \cos (\zeta)}
\end{align*}
$$

Setting $J(Y)=-\left[h_{1}^{\prime}\left(\rho_{1}\right) \cos (\zeta)\right]^{2}-\left[h_{2}^{\prime}\left(\rho_{2}\right) \cos (\theta)\right]^{2}+$ $h_{1}^{\prime \prime}\left(\rho_{1}\right) \sin ^{2}(\zeta)+h_{2}^{\prime \prime}\left(\rho_{2}\right) \sin ^{2}(\theta)$, substituting the formulas for $\dot{\zeta}$ and $\dot{\theta}$ from (7) into (15), rearranging terms, and
then dropping the nonpositive term $-\left[h_{1}^{\prime}\left(\rho_{1}\right) \sin (\zeta) \sin (\theta)\right]^{2}$ gives

$$
\begin{align*}
\dot{U} \leq & J(Y)+h_{1}^{\prime}\left(\rho_{1}\right) \mu \cos (\zeta) \sin (\zeta) \cos ^{2}(\theta) \\
& -h_{2}^{\prime}\left(\rho_{2}\right) \mu \cos (\theta) \cos (\zeta) \sin (\theta) \\
+ & \left\{\frac { h _ { 1 } ^ { \prime } ( \rho _ { 1 } ) \operatorname { c o s } ^ { 2 } ( \zeta ) } { \operatorname { c o s } ( \theta ) \operatorname { c o s } ( \zeta ) } \left[\alpha \kappa_{n}\left(1-\cos ^{2}(\theta)\right)\right.\right. \\
& \left.+\alpha \kappa_{g} \sin (\theta) \sin (\zeta) \cos (\theta)\right] \\
+ & \frac{h_{1}^{\prime}\left(\rho_{1}\right) \sin (\zeta) \sin (\theta)}{\cos (\theta)}\left[\frac{\alpha \kappa_{n}}{\cos (\zeta)} \sin (\zeta) \sin (\theta)\right. \\
& \left.+\frac{\alpha \kappa_{g}\left(1-\cos ^{2}(\zeta)\right)}{\cos (\zeta)} \cos (\theta)\right]  \tag{16}\\
- & h_{1}^{\prime}\left(\rho_{1}\right) \sin (\zeta) \sin (\theta) \cos (\theta) h_{2}^{\prime}\left(\rho_{2}\right) \\
+ & h_{2}^{\prime}\left(\rho_{2}\right)\left[\alpha \kappa_{g} \frac{\cos ^{2}(\theta)\left(1-\cos ^{2}(\zeta)\right)}{\cos (\theta) \cos (\zeta)}+\left(-h_{1}^{\prime}\left(\rho_{1}\right)\right.\right. \\
& \left.\left.\left.+\frac{\alpha \kappa_{n}}{\cos (\theta) \cos (\zeta)}\right) \sin (\theta) \cos (\theta) \sin (\zeta)\right]\right\} \\
& -\mathscr{L}(V(Y)) \frac{\mu\left(1-\cos ^{2}(\theta) \cos ^{2}(\zeta)\right)}{\cos (\theta) \cos (\zeta)} .
\end{align*}
$$

The quantity in braces in (16) is bounded above by [10]

$$
\begin{equation*}
3[\Gamma(V(Y))+1]\left(1+\left\|\kappa_{n}\right\|_{\infty}+\left\|\kappa_{g}\right\|_{\infty}\right) \frac{1-\cos ^{2}(\theta) \cos ^{2}(\zeta)}{\cos (\theta) \cos (\zeta)} \tag{17}
\end{equation*}
$$

on $\mathscr{X}$ (where $\|\cdot\|_{\infty}$ is the supremum), so (13) gives

$$
\begin{align*}
\dot{U} \leq & -\left[h_{1}^{\prime}\left(\rho_{1}\right) \cos (\zeta)\right]^{2}+h_{1}^{\prime \prime}\left(\rho_{1}\right) \sin ^{2}(\zeta) \\
& +\left|h_{1}^{\prime}\left(\rho_{1}\right) \sin (\zeta)\right| \mu \cos (\zeta) \\
& -\left[\frac{1}{\mu} \lambda(V)+\Gamma^{\prime}(V)+1\right] \frac{\mu \sin ^{2}(\zeta)}{\cos (\zeta)}  \tag{18}\\
& -\left[h_{2}^{\prime}\left(\rho_{2}\right) \cos (\theta)\right]^{2}+h_{2}^{\prime \prime}\left(\rho_{2}\right) \sin ^{2}(\theta) \\
& +\left|h_{2}^{\prime}\left(\rho_{2}\right) \sin (\theta)\right| \mu \cos (\theta) \\
& -\left[\frac{1}{\mu} \lambda(V)+\Gamma^{\prime}(V)+1\right] \frac{\mu \sin ^{2}(\theta)}{\cos (\theta)}
\end{align*}
$$

Also, the triangle inequality gives the following on $\mathscr{X}$ :

$$
\begin{aligned}
\left|h_{1}^{\prime}\left(\rho_{1}\right) \sin (\zeta)\right| \cos (\zeta) \mu & \leq \frac{1}{2}\left[h_{1}^{\prime}\left(\rho_{1}\right) \cos (\zeta)\right]^{2}+\frac{1}{2} \mu^{2} \sin ^{2}(\zeta) \\
\left|h_{2}^{\prime}\left(\rho_{2}\right) \sin (\theta)\right| \cos (\theta) \mu & \leq \frac{1}{2}\left[h_{2}^{\prime}\left(\rho_{2}\right) \cos (\theta)\right]^{2}+\frac{1}{2} \mu^{2} \sin ^{2}(\theta)
\end{aligned}
$$

Combining this with (18) and recalling our condition $\lambda(V(Y)) \geq \lambda\left(h_{i}\left(\rho_{i}\right)\right) \geq 1+0.5 \mu^{2}+h_{i}^{\prime \prime}\left(\rho_{i}\right)$ from Assumption 2 and the facts that $\cos (\zeta) \in(0,1]$ and $\cos (\theta) \in(0,1]$ on our state space $\mathscr{X}$, we get the strict Lyapunov decay condition

$$
\begin{align*}
\dot{U} \leq & -0.5\left[h_{1}^{\prime}\left(\rho_{1}\right) \cos (\zeta)\right]^{2}-\sin ^{2}(\zeta) \\
& -0.5\left[h_{2}^{\prime}\left(\rho_{2}\right) \cos (\theta)\right]^{2}-\sin ^{2}(\theta) \tag{19}
\end{align*}
$$

Then one can show that $U$ is proper and positive definite [10], meaning there are $\mathscr{K}_{\infty}$ functions $\underline{\alpha}$ and $\bar{\alpha}$ such that $\underline{\alpha}(|Y-\mathscr{E}|) \leq U(Y) \leq \bar{\alpha}(|Y-\mathscr{E}|)$ for all $Y \in \mathscr{X}$. Hence, $U$ is a strict Lyapunov function for (7) on $\mathscr{X}$.

## IV. ISS and Robust Forward Invariance

Using our strict Lyapunov function (14), it is natural to try to prove ISS of the perturbed version

$$
\begin{align*}
\dot{\rho}_{1}= & -\sin (\zeta) \cos (\theta) \\
\dot{\zeta}= & -\frac{1}{\cos ^{2}(\theta)}\left[\alpha \kappa_{n} \sin ^{2}(\theta)-h_{1}^{\prime}\left(\rho_{1}\right) \cos (\zeta) \cos (\theta)\right. \\
& \left.+\sin (\zeta) \cos (\theta)\left(\alpha \kappa_{g} \sin (\theta)+\mu\right)\right]+\delta_{1}(t) \\
\dot{\rho}_{2}= & \sin (\theta)  \tag{20}\\
\dot{\theta}= & \alpha \kappa_{g} \frac{\sin ^{2}(\zeta)}{\cos (\zeta)}-h_{2}^{\prime}\left(\rho_{2}\right) \cos (\theta)-\mu \cos (\zeta) \sin (\theta) \\
& +\left(-h_{1}^{\prime}\left(\rho_{1}\right)+\frac{\alpha \kappa_{n}}{\cos (\theta) \cos (\zeta)}\right) \sin (\zeta) \sin (\theta)+\delta_{2}(t)
\end{align*}
$$

of (7) when there are perturbations $\delta=\left(\delta_{1}, \delta_{2}\right)$, representing uncertainty. See [9] where we used a strict Lyapunov function to prove ISS for the simpler 2D tracking case. The relevant definitions are as follows, where $\|\cdot\|_{S}$ is the (essential) supremum over any set $S,\|f\|_{\infty}$ is the supremum over the full domain of any function $f$, and $\mathscr{M} \mathscr{E} \mathscr{B}(\mathscr{D})$ is the set of all measurable essentially bounded functions $\delta:[0,+\infty) \rightarrow \mathscr{D}$ for each closed subset $\mathscr{D} \subseteq \mathbb{R}^{2}$.

By ISS of a system $\dot{z}=\mathscr{G}(t, z, \boldsymbol{\delta})$ on a subset $\mathscr{S}$ of its state space for a disturbance set $\mathscr{D}$ and an equilibrium $\mathscr{E}_{0} \in \mathscr{S}$, we mean that there are functions $\beta \in \mathscr{K} \mathscr{L}$ and $\gamma \in \mathscr{K}_{\infty}$ and a modulus $\Lambda$ with respect to $\left(\mathscr{E}_{0}, \mathscr{S}\right)$ such that $\left|z\left(t, t_{0}, z_{0}, \delta\right)\right|_{\mathscr{E}_{0}} \leq \beta\left(\Lambda\left(z_{0}\right), t-t_{0}\right)+\gamma\left(\|\delta\|_{\left.t_{t}, t\right]}\right)$ for all initial states $z_{0}=z\left(t_{0}\right) \in \mathscr{S}$, all $\delta \in \mathscr{M} \mathscr{E} \mathscr{B}(\mathscr{D})$, all initial times $t_{0} \geq 0$, and all $t \geq t_{0}$, where $|p|_{\mathscr{E}_{0}}$ is the (standard Euclidean) distance from any point $p \in \mathscr{S}$ to $\mathscr{E}_{0}$ and $z\left(\cdot, t_{0}, z_{0}, \boldsymbol{\delta}\right)$ is the trajectory for the system for the disturbance choice $\delta$ satisfying $z\left(t_{0}\right)=z_{0}$ which we require to remain in $\mathscr{S}$. Here $\mathscr{K} \mathscr{L}$ and $\mathscr{K}_{\infty}$ are the standard classes of comparison functions [8]. By a modulus with respect to ( $\left.\mathscr{E}_{0}, \mathscr{S}\right)$, we mean a function $\Lambda: \mathscr{S} \rightarrow[0,+\infty)$ that is 0 at $\mathscr{E}_{0}$, positive at all other points in $\mathscr{S}$, and radially unbounded in the following sense: For each constant $K>0$, there is a constant $\delta_{K}>0$ such that $\Lambda(x) \geq K$ for all $x \in \mathscr{S}$ that satisfy either $\operatorname{dist}(x, \operatorname{boundary}(\mathscr{S})) \leq \delta_{K}$ or $|x|_{\mathscr{E}_{0}} \geq 1 / \delta_{K}$. By an ISS Lyapunov function, we mean a proper positive definite function $V$ that admits a modulus $J$ with respect to $\left(\mathscr{E}_{0}, \mathscr{S}\right)$ and a function $\gamma \in \mathscr{K}_{\infty}$ such that $\dot{V} \leq-J(x)+\gamma(|\delta|)$ along all of the system trajectories for all $\delta \in \mathscr{M} \mathscr{E} \mathscr{B}(\mathscr{D})$.

Notice that ISS requires $\mathscr{S}$ to be robustly forwardly invariant for (20) and the disturbance set $\mathscr{D}$ [9], meaning all trajectories of (20) starting in $\mathscr{S}$ remain in $\mathscr{S}$ for all choices of $\delta \in \mathscr{M} \mathscr{E} \mathscr{B}(\mathscr{D})$. Therefore, $\mathscr{D}$ cannot be all of $\mathbb{R}^{2}$, since the trajectories of (20) must stay in $\mathscr{X}$. To see why restrictions on $\mathscr{D}$ are needed, take the initial state $\left(\rho_{1}(0), \zeta(0), \rho_{2}(0), \theta(0)\right)=\left(2 \rho_{c 1}, 0,2 \rho_{c 2}, 0\right) \in \mathscr{X}$ and the constant choices $\delta_{1}(t)=0$ and $\delta_{2}(t)=-\left(h_{1}^{\prime}\left(3 \rho_{c 1}\right)+\left\|\kappa_{n}\right\|_{\infty}+\right.$ $\mu)-\pi /\left(2 \min \left\{\rho_{c 1}, \rho_{c 2}\right\}\right)$. The corresponding trajectory of (20) satisfies $\left|\dot{\rho}_{i}(t)\right| \leq 1$ for all $t \geq 0$, so $\rho_{i}(t) \in\left[\rho_{c i}, 3 \rho_{c i}\right]$ and so also $h_{i}^{\prime}\left(\rho_{i}(t)\right) \geq 0$ for all $t \in\left[0, \min \left\{\rho_{c 1}, \rho_{c 2}\right\}\right]$ for $i=1,2$. Since $\kappa_{n}$ and $\kappa_{g}$ are nonpositive valued and $\alpha$ stays positive, this gives $\dot{\theta}(t) \leq h_{1}^{\prime}\left(3 \rho_{c 1}\right)+\left\|\kappa_{n}\right\|_{\infty}+\mu+\delta_{2}(t) \leq$ $-\pi /\left(2 \min \left\{\rho_{c 1}, \rho_{c 2}\right\}\right)$ for all $t \in\left[0, \min \left\{\rho_{c 1}, \rho_{c 2}\right\}\right]$ for which the trajectory is in $\mathscr{X}$. Hence, $\theta(t)$ reaches $-\pi / 2$ by time $t=\min \left\{\rho_{c 1}, \rho_{c 2}\right\}$, so the trajectory exits $\mathscr{X}$. This motivates:

Goal 1: Find bounded sets $\mathscr{S}_{i}$ containing the equilibrium $\mathscr{E}=\left(\rho_{c 1}, 0, \rho_{c 2}, 0\right)$ and satisfying $\cup_{i} \mathscr{S}_{i}=\mathscr{X}$, and sequences $\left\{\bar{\delta}_{1 i}\right\}$ and $\left\{\bar{\delta}_{2 i}\right\}$ of positive constants, such that these conditions hold for all $i$ : (G1) for all constants $a \in\left(0, \bar{\delta}_{1 i}\right)$ and $b \in\left(0, \bar{\delta}_{2 i}\right)$, the set $\mathscr{S}_{i}$ is robustly forwardly invariant for (20) and the disturbance set $\mathscr{D}=[-a, a] \times[-b, b]$ and (G2) if $a>\bar{\delta}_{1 i}$ or if $b>\bar{\delta}_{2 i}$, then the set $\mathscr{S}_{i}$ is not robustly forwardly invariant for (20) with the disturbance set $\mathscr{D}=$ $[-a, a] \times[-b, b]$.

Goal 1 is important because maintaining robust forward invariance ensures predictable tolerance and safety bounds that are robust to disturbances. Condition (G2) means that the
disturbance bounds $\bar{\delta}_{1 i}$ and $\bar{\delta}_{2 i}$ are maximal for maintaining robust forward invariance of the $\mathscr{S}_{i}$ 's. We realized the 2D analog of Goal 1 in [9], where the $\mathscr{S}_{i}$ 's were 2D hexagons and there was only one scalar disturbance. This gave ISS on each 2D hexagon, but the 2D arguments do not carry over to 3D. In this section, we obtain a 3D analog of the 2D robust forward invariance result that will be key to proving our ISS result. To this end, we assume in the rest of our work that:

Assumption 3: Assumption 2 holds, and $\lim _{\rho_{i} \rightarrow 0+} h_{i}^{\prime}\left(\rho_{i}\right)=$ $-\infty, \lim _{\rho_{i} \rightarrow+\infty} h_{i}^{\prime}\left(\rho_{i}\right)=+\infty$, and $h_{i}^{\prime \prime}\left(\rho_{c i}\right)>0$ hold for $i=1,2$. Also, the curvatures depend only on $Y=\left(\rho_{1}, \zeta, \rho_{2}, \theta\right)$.

The $h_{i}$ 's from (11) satisfy the requirements of Assumption 3. We next define our robustly forwardly invariant sets. Fix any constants $\bar{\zeta} \in(0, \pi / 2)$ and $\bar{\theta} \in(0, \pi / 2)$. Take any quadruple $\left(\rho_{* 1}, \rho_{* 2}, K_{1}, K_{2}\right)$ of positive numbers. Let $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right)$ be the closed region in the $\left(\rho_{1}, \zeta\right)$ plane that is enclosed by the hexagon having the vertices $A_{-}=$ $\left(\rho_{* 1}, 0\right), B=\left(\rho_{* 1}+\bar{\zeta} / \mu, \bar{\zeta}\right), C=\left(\rho_{* 1}+2 \bar{\zeta} / \mu+K_{1}, \bar{\zeta}\right)$, $D=\left(\rho_{* 1}+2 \bar{\zeta} / \mu+K_{1}, 0\right), E=\left(\rho_{* 1}+\bar{\zeta} / \mu+K_{1},-\bar{\zeta}\right)$, and $F=\left(\rho_{* 1},-\bar{\zeta}\right)$. Its legs $A B$ and $D E$ have slope $\mu$, and its other legs are horizontal or vertical. Let $H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ be the closed region in the $\left(\rho_{2}, \theta\right)$ plane that is enclosed by the hexagon with the vertices $A^{\prime}=\left(\rho_{* 2}, 0\right), B^{\prime}=\left(\rho_{* 2}, \bar{\theta}\right), C^{\prime}=$ $\left(\rho_{* 2}+\bar{\theta} /(\mu \cos (\bar{\zeta}))+K_{2}, \bar{\theta}\right), D^{\prime}=\left(\rho_{* 2}+2 \bar{\theta} /(\mu \cos (\bar{\zeta}))+\right.$ $\left.K_{2}, 0\right), E^{\prime}=\left(\rho_{* 2}+2 \bar{\theta} /(\mu \cos (\bar{\zeta}))+K_{2},-\bar{\theta}\right)$, and $F^{\prime}=$ $\left(\rho_{* 2}+\bar{\theta} /(\mu \cos (\bar{\zeta})),-\bar{\theta}\right)$. Its legs $A^{\prime} F^{\prime}$ and $C^{\prime} D^{\prime}$ have slope $-\cos (\bar{\zeta}) \mu$, and its other legs are horizontal or vertical. See


Fig. 1. Hexagononal Regions $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right)$ and $H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ for Robustly Forwardly Invariant Set $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$

Fig. 1 where for simplicity we took $\bar{\zeta}=\bar{\theta}$ so both hexagons have the same height, and see Remark 2 for the motivation for choosing hexagonal regions instead of boxes. We define

$$
\begin{align*}
\mathscr{Q}_{1}(Y)= & -\frac{\cos (\zeta) \kappa_{n}}{1-\kappa_{n} \rho_{1}-\kappa_{g} \rho_{2}} \frac{\sin ^{2}(\theta)}{\cos (\theta)}-\frac{\alpha \kappa_{g} \sin (\theta) \sin (\zeta)}{\cos (\theta)} \\
& +\frac{h_{1}^{\prime}\left(\rho_{1}\right) \cos (\zeta)}{\cos (\theta)}-\frac{\mu \sin (\zeta)}{\cos (\theta)} \text { and }  \tag{21}\\
\mathscr{Q}_{2}(Y)= & -\frac{\kappa_{g} \cos ^{2}(\zeta) \cos (\theta)}{1-\kappa_{n} \rho_{1}-\kappa_{g} \rho_{2}}-\mu \cos (\zeta) \sin (\theta) \\
& +\left(-h_{1}^{\prime}\left(\rho_{1}\right)+\frac{\kappa_{n}}{1-\kappa_{n} \rho_{1}-\kappa_{g} \rho_{2}}\right) \sin (\zeta) \sin (\theta) \\
& +\left(-h_{2}^{\prime}\left(\rho_{2}\right)+\frac{\kappa_{g}}{1-\kappa_{n} \rho_{1}-\kappa_{g} \rho_{2}}\right) \cos (\theta)
\end{align*}
$$

on our state space $\mathscr{X}$ from (8). Given any constants $\bar{\zeta} \in$ $(0, \pi / 2)$ and $\bar{\theta} \in(0, \pi / 2)$, we prove the following in [10]:
Lemma 1: Let $M_{i}>0$ be any constant for $i=1,2$. Then we can find constants $\bar{\rho}_{* 1} \in\left(0, \rho_{c 1}\right)$ and $\bar{K}_{1}>\rho_{c 1}$ such that for each pair $\left(\rho_{* 1}, K_{1}\right) \in\left(0, \bar{\rho}_{* 1}\right) \times\left(\bar{K}_{1},+\infty\right)$, there are constants $\mu>0, \rho_{* 2} \in\left(0, \rho_{c 2}\right)$, and $K_{2}>1$ such that: (C1) $\mathscr{Q}_{1}(Y)+\mu \sin (\zeta) \cos (\theta)>M_{1}$ (resp., $<-M_{1}$ ) for all $\left(\rho_{1}, \zeta\right) \in E D$ (resp., $A B$ ) and all $\left(\rho_{2}, \theta\right) \in H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$, (C2) $\mathscr{Q}_{1}(Y)>M_{1}$ (resp., $<-M_{1}$ ) for all $\left(\rho_{1}, \zeta\right) \in F E$
(resp., $B C$ ) and all $\left(\rho_{2}, \theta\right) \in H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$, (C3) $\mathscr{Q}_{2}(Y)+$ $\mu \cos (\bar{\zeta}) \sin (\theta)>M_{2}$ (resp., $<-M_{2}$ ) for all $\left(\rho_{2}, \theta\right) \in A^{\prime} F^{\prime}$ (resp., $\left.C^{\prime} D^{\prime}\right)$ and all $\left(\rho_{1}, \zeta\right) \in H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right)$ and (C4) $\mathscr{Q}_{2}(Y)>M_{2}$ (resp., $<-M_{2}$ ) for all $\left(\rho_{2}, \theta\right) \in F^{\prime} E^{\prime}$ (resp., $\left.B^{\prime} C^{\prime}\right)$ and all $\left(\rho_{1}, \zeta\right) \in H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right)$.

See [10] for details on the derivation of the $\bar{K}_{i}$ 's and $\bar{\rho}_{* i}$ 's and $\mu$. For any constants $M_{i}>0$, it follows that the constants

$$
\begin{align*}
\Delta_{a}= & \min \left\{\left|\mathscr{Q}_{1}(Y)+\mu \sin (\zeta) \cos (\theta)\right|:\right. \\
& \left.\left(\rho_{1}, \zeta\right) \in A B \cup E D,\left(\rho_{2}, \theta\right) \in H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)\right\} \\
\Delta_{b}= & \min \left\{\left|\mathscr{Q}_{1}(Y)\right|:\left(\rho_{1}, \zeta\right) \in F E \cup B C,\right. \\
& \left.\left(\rho_{2}, \theta\right) \in H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)\right\} \\
\Delta_{c}= & \min \left\{\left|\mathscr{Q}_{2}(Y)+\mu \cos (\bar{\zeta}) \sin (\theta)\right|:\right.  \tag{22}\\
& \left.\left(\rho_{2}, \theta\right) \in C^{\prime} D^{\prime} \cup A^{\prime} F^{\prime},\left(\rho_{1}, \zeta\right) \in H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right)\right\} \\
\Delta_{d}= & \min \left\{\left|\mathscr{Q}_{2}(Y)\right|:\left(\rho_{2}, \theta\right) \in B^{\prime} C^{\prime} \cup F^{\prime} E^{\prime},\right. \\
& \left.\left(\rho_{1}, \zeta\right) \in H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right)\right\}
\end{align*}
$$

satisfy $\min \left\{\Delta_{a}, \Delta_{b}\right\} \geq M_{1}$ and $\min \left\{\Delta_{c}, \Delta_{d}\right\} \geq M_{2}$ when the requirements from Lemma 1 hold (since the minima are of continuous positive valued functions over compact sets).

We now have the tools to state our robust forward invariance result. For what follows, we say that a trajectory $Y(t)$ of (20) satisfying $Y(0) \in \mathscr{S}$ immediately exits $\mathscr{S}$ provided there is a constant $\varepsilon>0$ such that $Y(t) \notin \mathscr{S}$ for all $t \in(0, \varepsilon)$. Setting $\bar{\Delta}_{\zeta}=\min \left\{\Delta_{a}, \Delta_{b}\right\}$ and $\bar{\Delta}_{\theta}=\min \left\{\Delta_{c}, \Delta_{d}\right\}$, we have:

Theorem 2: Let $\left(M_{1}, M_{2}, \bar{\zeta}, \bar{\theta}, \rho_{* 1}, \rho_{* 2}, K_{1}, K_{2}, \mu\right)$ satisfy the requirements (C1)-(C4) of Lemma 1. Then: (a) For all constants $\delta_{* 1} \in\left(0, \bar{\Delta}_{\zeta}\right)$ and $\delta_{* 2} \in\left(0, \bar{\Delta}_{\theta}\right)$, the set $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ is robustly forwardly invariant for (20) with disturbances valued in $\mathscr{D}=\left[-\delta_{* 1}, \delta_{* 1}\right] \times$ $\left[-\delta_{* 2}, \delta_{* 2}\right]$. (b) For each constant $\delta_{+}>\bar{\Delta}_{\zeta}\left(\right.$ resp., $\left.>\bar{\Delta}_{\theta}\right)$, there is a point $Y \in H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ such that the trajectory for (20) starting at $Y$ for one of the constant perturbations $\pm\left(\delta_{+}, 0\right)$ (resp., $\pm\left(0, \delta_{+}\right)$) immediately exits $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$.

The proof of Theorem 2 uses Lemma 1 to show that the vector field for (20) points in along the entire boundary of $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$. For example, to show that the vector field points in along $A B$ (resp., $E D$ ), we show that $I_{1}\left(\rho_{1}, \zeta\right)=\zeta-\mu \rho_{1}$ satisfies $\dot{I}_{1}=\mathscr{Q}_{1}(Y)+\mu \sin (\zeta) \cos (\theta)+$ $\delta_{1}<0$ (resp., $>0$ ) along $A B$ (resp., $E D$ ) when $\left\|\delta_{1}\right\|_{\infty} \leq \bar{\Delta}_{\zeta}$. See [10] for details and the analysis of the other legs.

Remark 1: We can satisfy our conditions for a nested sequence of sets of the form $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ that fill $\mathscr{X}$ and contain $\mathscr{E}=\left(\rho_{c 1}, 0, \rho_{c 2}, 0\right)$. This is done by choosing $\bar{\zeta}$ and $\bar{\theta}$ close enough to $\pi / 2$, reducing the $\rho_{* i}$ 's, and increasing the $K_{i}$ 's and $\mu$ so that the hexagons converge to larger and larger rectangles. Moreover, part (b) of Theorem 2 gives maximality of the disturbance bounds $\bar{\Delta}_{\zeta}$ and $\bar{\Delta}_{\theta}$. Therefore, we realized Goal 1 . On the other hand, given any desired disturbance bound $\bar{M}$, we can choose the hexagon parameters to make $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ robustly forwardly invariant under disturbances that are bounded by $\bar{M}$. This follows because we can make the constants $M_{1}$ and $M_{2}$ from Lemma 1 as big as we want.

Remark 2: We cannot replace our hexagons with boxes since for example the component pair $\left(\rho_{1}(t), \zeta(t)\right)$ from (20) immediately exits the box $\left[\rho_{* 1}, \rho_{* 1}+2 \bar{\zeta} / \mu+K_{1}\right] \times[-\bar{\zeta}, \bar{\zeta}]$
through each point on the line segments $\left\{\rho_{* 1}\right\} \times(0, \bar{\zeta}]$ and $\left\{\rho_{* 1}+2 \bar{\zeta} / \mu+K_{1}\right\} \times[-\bar{\zeta}, 0)$ for all possible choices of the disturbance functions. A similar remark applies to $\left(\rho_{2}, \theta\right)$.

## V. Controller Uncertainty and Input Delays

We can view the disturbances $\delta_{i}$ as coming from additive uncertainties $\chi_{i}$ on the controls $a_{i}$ in (5) in the system [10]. We can also use Theorem 2 to get upper bounds on the input delays that can be introduced into the controls $a_{2}$ and $a_{3}$ without sacrificing the robust forward invariance, as follows. For simplicity, we assume that the curvatures are constant. We can write the perturbed closed loop system (20) in the form $\dot{Y}=\mathscr{F}(Y)+\left(0, \delta_{1}, 0, \delta_{2}\right)$ for a suitable function $\mathscr{F}$. Given any positive constant delays $\tau_{2}$ and $\tau_{3}$, we now replace the nonconstant controls $a_{i}(Y)$ from (5) by the time delayed controls $a_{i}\left(Y\left(t-\tau_{i}\right)\right)$ in the closed loop dynamics for $i=2$ and $i=3$. This gives the closed loop input delayed dynamics

$$
\begin{equation*}
\dot{Y}=\mathscr{F}(Y)+\left(0, \Xi_{\zeta}\left(Y_{t}\right)+\tilde{\delta}_{1}, 0, \Xi_{\theta}\left(Y_{t}\right)+\tilde{\delta}_{2}\right)^{\top} \tag{23}
\end{equation*}
$$

where the functions $\tilde{\delta}_{1}$ and $\tilde{\delta}_{2}$ are additive uncertainties, the functions $Y_{t}$ are defined by $Y_{t}(s)=Y(s+t)$ for $-\max \left\{\tau_{2}, \tau_{3}\right\} \leq s \leq 0$, and the effects of the delays are captured by the terms

$$
\begin{align*}
\Xi_{\zeta}\left(Y_{t}\right)= & -\frac{\cos (\zeta)}{\cos (\theta)}\left[a_{2}\left(\rho\left(t-\tau_{2}\right)\right)-a_{2}(\rho(t))\right] \\
\Xi_{\theta}\left(Y_{t}\right)= & \sin (\theta) \sin (\zeta)\left[a_{2}\left(\rho\left(t-\tau_{2}\right)\right)-a_{2}(\rho(t))\right]  \tag{24}\\
& +\cos (\theta)\left[a_{3}\left(\rho\left(t-\tau_{3}\right)\right)-a_{3}(\rho(t))\right]
\end{align*}
$$

When $\mu>\max \{\bar{\zeta}, \bar{\theta} / \cos (\bar{\zeta})\}$, we have $\left|\Xi_{\zeta}\left(Y_{t}\right)\right| \leq$ $\mathscr{M}_{2} \tau_{2} / \cos (\bar{\theta})$ and $\left|\Xi_{\theta}\left(Y_{t}\right)\right| \leq \sin (\bar{\theta}) \sin (\bar{\zeta}) \mathscr{M}_{2} \tau_{2}+\mathscr{M}_{3} \tau_{3}$ on $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$, where $\mathscr{M}_{2}=\kappa_{n}^{2}+\left|\kappa_{n} \kappa_{g}\right|+$ $\left|\left|h_{1}^{\prime \prime}\right|\right|_{\left[\rho_{* 1}, \rho_{* 1}+K_{1}+2\right]}$ and $\mathscr{M}_{3}=\kappa_{g}^{2}+\left|\kappa_{n} \kappa_{g}\right|+\left|\left|h_{2}^{\prime \prime}\right|\right|_{\left[\rho_{* 2}, \rho_{* 2}+K_{2}+2\right]}$. Therefore, (23) is the special case of (20) with $\left(\delta_{1}, \delta_{2}\right)(t)=$ $\left(\Xi_{\zeta}\left(Y_{t}\right)+\tilde{\delta}_{1}(t), \Xi_{\theta}\left(Y_{t}\right)+\tilde{\delta}_{2}(t)\right)$, which satisfy

$$
\begin{align*}
& \left\|\delta_{i}\right\|_{\infty} \leq\left\|\tilde{\delta}_{i}\right\|_{\infty}+ \\
& \max \left\{\tau_{2}, \tau_{3}\right\}\left(\left(\frac{1}{\cos (\bar{\theta})}+\sin (\bar{\zeta}) \sin (\bar{\theta})\right) \mathscr{M}_{2}+\mathscr{M}_{3}\right) \tag{25}
\end{align*}
$$

for $i=1,2$. It follows from Theorem 2 that $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times$ $H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ is robustly forward invariant for (23) for all disturbances $\left(\tilde{\delta}_{1}, \tilde{\delta}_{2}\right)$ for which the right side of (25) is below $\delta_{* i}$ for $i=1$ and $i=2$. This shows [10]:

Theorem 3: Let $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right), \delta_{* 1}$, and $\delta_{* 2}$ satisfy the requirements from Theorem 2. Assume that the curvatures are negative constants and $\mu>$ $\max \{\bar{\zeta}, \bar{\theta} / \cos (\bar{\zeta})\}$. Choose any constants $\delta_{* * i}>0$ and any positive constants $\tau_{2}$ and $\tau_{3}$ such that

$$
\begin{aligned}
& \boldsymbol{\delta}_{* * i}< \\
& \boldsymbol{\delta}_{* i}-\max \left\{\tau_{2}, \tau_{3}\right\}\left(\left(\frac{1}{\cos (\overline{\boldsymbol{\theta}})}+\sin (\bar{\zeta}) \sin (\overline{\boldsymbol{\theta}})\right) \mathscr{M}_{2}+\mathscr{M}_{3}\right)
\end{aligned}
$$

for $i=1$ and $i=2$. Then $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ is robustly forwardly invariant for (23) for all disturbances $\left(\tilde{\boldsymbol{\delta}}_{1}, \tilde{\boldsymbol{\delta}}_{2}\right)$ valued in $\mathscr{D}=\left[-\boldsymbol{\delta}_{* * 1}, \boldsymbol{\delta}_{* * 1}\right] \times\left[-\boldsymbol{\delta}_{* * 2}, \boldsymbol{\delta}_{* * 2}\right]$.

## VI. ISS REVISITED

We use the strict Lyapunov function to prove ISS of the perturbed dynamics (20) on each product $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times$ $H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ under the conditions of Theorem 2 with constant negative curvatures (but see [10] for adaptive cases
where there are input delays, nonconstant curvatures, and identification of unknown control gains, which are based on converting our strict Lyapunov function $U$ from (14) into a barrier type strictified ISS Lyapunov-Krasovskii functional). In the next lemma, $|Y|_{\mathscr{E}}=|Y-\mathscr{E}|$ for all $Y \in \mathscr{O}$.

Lemma 2: If $U$ is a strict Lyapunov function for a system $\dot{Y}=F(Y)$ with equilibrium $\mathscr{E}$ on an open state space $\mathscr{O} \subseteq \mathbb{R}^{n}$, and $\mathscr{C}$ is a compact robustly forwardly invariant set for

$$
\begin{equation*}
\dot{Y}=F(Y)+G(Y) \delta \tag{26}
\end{equation*}
$$

for some vector field $G$ with disturbances $\delta$ valued in some disturbance set $\mathscr{D}$ and $\mathscr{E} \in \mathscr{C}$, then $U$ is an ISS Lyapunov function for (26) on $\mathscr{C}$ with respect to disturbances valued in $\mathscr{D}$.

Proof: Let $\mathscr{M}=\max \left\{|Y|_{\mathscr{E}}: Y \in \mathscr{C}\right\}$ and choose the $\mathscr{K}_{\infty}$ functions $\underline{\alpha}(r)=[r /(1+\mathscr{M})] \min \{\min \{-\nabla U(Y) F(Y):$ $\left.\min \{r, \mathscr{M}\} \leq|Y|_{\mathscr{E}} \leq \mathscr{M}\right\}, \min \left\{U(Y): \min \{r, \mathscr{M}\} \leq|Y|_{\mathscr{E}} \leq\right.$ $\mathscr{M}\}\}, \bar{\alpha}(r)=(1+r) \max \left\{U(Y):|Y|_{\mathscr{E}} \leq \min \{r, \mathscr{M}\}\right\}$, and $\alpha_{\infty}=\underline{\alpha} \circ \bar{\alpha}^{-1}$. Then $\underline{\alpha}\left(|Y|_{\mathscr{E}}\right) \leq-\nabla U(Y) F(Y), \underline{\alpha}\left(|Y|_{\mathscr{E}}\right) \leq$ $U(Y)$, and $\bar{\alpha}\left(|Y|_{\mathscr{E}}\right) \geq U(Y)$ hold for all $Y \in \mathscr{C}$. Set $\bar{c}=$ $\max \{|\nabla U(Y) G(Y)|: Y \in \mathscr{C}\}$. Then, $\dot{U} \leq-\alpha_{\infty}(U)+\bar{c}|\delta|$ holds along all trajectories of (26) in $\mathscr{C}$ with disturbances valued in $\mathscr{D}$, which is the ISS decay condition. Then standard ISS arguments provide functions $\beta_{0} \in \mathscr{K} \mathscr{L}$ and $\gamma_{0} \in \mathscr{K}_{\infty}$ such that $U(Y(t)) \leq \beta_{0}(U(Y(0)), t)+\gamma_{0}\left(|\delta|_{[0, t]}\right)$ along all trajectories of (26) in $\mathscr{C}$. Therefore, $\beta(r, s)=$ $\underline{\alpha}^{-1}\left(2 \beta_{0}(\bar{\alpha}(r), s)\right)$ and $\gamma(r)=\underline{\alpha}^{-1}\left(2 \gamma_{0}(r)\right)$ are such that $\left.\overline{\mid} Y(t)\right|_{\mathscr{E}} \leq \beta\left(|Y(0)|_{\mathscr{E}}, t\right)+\gamma\left(|\delta|_{[0, t]}\right)$ along all trajectories of (26) in $\mathscr{C}$ with disturbances valued in $\mathscr{D}$, so (26) is ISS on $\mathscr{C}$ for the disturbance set $\mathscr{D}$.

Specializing Lemma 2 to (20), $\mathscr{O}=\mathscr{X}$, and the sets $\mathscr{C}=$ $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ from Theorem 2 gives:

Corollary 1: Let $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right), \delta_{* 1}$, and $\delta_{* 2}$ satisfy the requirements of Theorem 2. Then (20) is ISS on $H_{1}\left(\rho_{* 1}, \bar{\zeta}, K_{1}\right) \times H_{2}\left(\rho_{* 2}, \bar{\theta}, K_{2}\right)$ for the disturbance set $\mathscr{D}=\left[-\delta_{* 1}, \delta_{* 1}\right] \times\left[-\delta_{* 2}, \boldsymbol{\delta}_{* 2}\right]$.

To illustrate our ISS result, we simulated (20) using $\rho_{c 1}=$ $\rho_{c 2}=1$, the functions $h_{i}$ in (11) with $\bar{c}=0.05$, the constant curvatures $\kappa_{n}=\kappa_{g}=-0.1$, the parameters $\bar{\zeta}=\pi / 4, \bar{\theta}=$ $0.075 \pi, \mu=125, K_{1}=80, K_{2}=0.1, \rho_{* 1}=0.1$, and $\rho_{* 2}=$ 0.8 , and $\delta_{1}(t)=4 \sin (0.2 t)$ and $\delta_{2}(t)=0.1 \sin (t)$. We report our simulations in Fig. 2. Our simulations show convergence of the states to $(1,0,1,0)$ with an overshoot from the ISS estimate and so help validate our theory.


Fig. 2. Simulated Values of $\rho_{1}(t)$ (Upper Left), $\zeta(t)$ (Upper Right), $\rho_{2}(t)$ (Lower Left), and $\theta(t)$ (Lower Right) for Perturbed 3D Curve Tracking System (20) with $\delta(t)=(4 \sin (0.2 t), 0.1 \sin (t))$. Units: Meters and Seconds.

## VII. Conclusions

Curve tracking under state constraints, input delays and controller uncertainty is a challenging problem with important implications to the use of marine robots to detect pollution and other applications. Motivated by our deployment of marine robots in our search for residual pollutants from the Deepwater Horizon oil spill disaster, we found strict Lyapunov functions for a class of closed loop 3D curve tracking dynamics, and proved robust forward invariance of a class of hexagonal product sets. This made it possible to prove ISS under maximal disturbance bounds. We can also use our results to prove 3D adaptive tracking and parameter identification under unknown actuator gains, state constraints, actuator errors, and input delays [10].
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